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compared with the ocean, inhibits 
sedimentary carbon decomposition and the 
release of carbon back into the atmosphere.

The loss of organic carbon from 
terrestrial ecosystems and its subsequent 
burial in inland waters represents a 
redistribution of carbon sinks that 
must be taken into account in climate 
change mitigation strategies. The first 
step in managing carbon sequestration 
is to understand where it occurs and the 
processes that enhance and maintain it. 
For example, in regions with high erosion 
rates one might underestimate whole-
watershed carbon sequestration by focusing 
exclusively on carbon accumulation rates in 
soils and terrestrial biomass. Furthermore, 
carbon buried in aquatic sediments will 
probably respond very differently to 
regional climate and land-use changes 
than carbon stored in soil. For example, 
when soil erosion is high, carbon sinks are 
more likely to shift from the land to inland 
waters. Consequently, sediment loads 
to inland waters increase, but reservoirs 
and impoundments retain and bury the 
sediments and their associated carbon5,9, 
ultimately reducing their transport to the 
ocean. It remains unclear, however, whether 
burial in inland waters represents a net 
increase in carbon sequestration rather 
than simply a translocation of a sink that 
would otherwise have occurred on land or, 
eventually, in the oceans15.

Inland outgassing
The ‘conventional carbon cycle’2 blends 
outgassing from inland waters with fluxes 
of terrestrial ecosystem respiration, and 
underestimates the potential for lateral 
transport (Box 1). But terrestrially sourced 
organic carbon can also fuel secondary 
production by heterotrophic biota in inland 
waters. Globally, these biota respire 1.2 Pg 
of terrestrial carbon each year and release 
it to the atmosphere5,6,8,10,. This flux is not 
recognized in the ‘conventional carbon 
cycle’, which pipes organic carbon from the 
land to the oceans, rather than processing it 
through biologically active inland waters2,8.

When this outgassing source is 
considered in the continental carbon 
balance, ecosystem production — that is, 
the difference between annual terrestrial 
photosynthetic uptake and respiratory 
release — must be increased from the 
conventional estimate of 3.2 Pg C yr–1 
(ref. 2) to 4.5 Pg C yr–1 to offset this release 
and close the carbon budget (Fig. 1). 
However, present emission estimates 
from inland waters are provisional and 
low because of difficulties associated 
with measuring the areal extent of inland 
waters and the partial pressure of CO2 and 

gas exchange rates16,17; all these factors 
contribute to the underestimation of CO2 
outgassing. Improved and higher estimates 
of CO2 emissions from inland waters 
will thus require even higher ecosystem 
production to close the carbon balance. A 
larger flux to the land would fit better with 
current independent regional estimates of 
net CO2 uptake by terrestrial ecosystems 
using bottom-up approaches18 (Box 1).

Furthermore, expected land-use 
changes could exacerbate the climatic 
impact of inland outgassing. Most carbon 
mineralized in inland waters is released as 
CO2, but lakes, wetlands, and particularly 
reservoirs, also release methane — a 
potent greenhouse gas that traps heat more 
efficiently than an equal amount of CO2. 
The creation of reservoirs for hydroelectric 
power and agriculture will increase 
methane production5. However, dam 
removal to restore fisheries and riparian-
zone reforestation, with subsequent stream 
widening to improve water quality, may 
have the opposite effect.

Opportunities and challenges
The significance of inland waters to 
carbon fluxes on land needs to be 
recognized. Rivers, lakes and wetlands 
are important factors for climate change, 
which should have a place in conceptual 

models of the global carbon cycle. A 
broader concept of a ‘boundless carbon 
cycle’ should motivate future working 
groups of the Intergovernmental Panel 
on Climate Change to place inland waters 
on the map of global carbon cycling. 
The contribution of inland waters to 
global carbon cycling is not recognized 
within the Kyoto protocol. Based on our 
assessment, though admittedly preliminary, 
we argue that post-Kyoto negotiations 
should include inland waters as part of 
the 2009 United Nations climate change 
conference in Copenhagen.

Our concept of a ‘boundless carbon 
cycle’ would encourage policymakers 
to better appreciate the couplings 
between land and water and between the 
hydrological cycle and the carbon cycle. 
This would be a necessary step towards 
subsuming traditional land management 
under integrated watershed management as 
a tool to mitigate climate change. Integrated 
watershed management connects land 
and water when considering the effects 
of soil erosion, urbanization, riparian-
zone restoration and dam construction 
or removal, on carbon burial in — and 
outgassing from — inland waters.

The ‘boundless carbon cycle’ would 
also promote the scientific exploration 
of fluxes of organic carbon across the 
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Figure 1 | The ‘boundless carbon cycle’. The schematic highlights carbon fluxes through inland 
waters5, and also includes pre-industrial2 and anthropogenic3 fluxes. Values are net fluxes between 
pools (black) or rates of change within pools (red); units are Pg C yr–1; negative signs indicate a sink 
from the atmosphere. Gross fluxes from the atmosphere to land and oceans, and the natural (Nat) 
and anthropogenic (Ant) components of net primary production — the net uptake of carbon by 
photosynthetic organisms — are shown for land and oceans. Gross primary production (GPP) and 
ecosystem respiration (R) are poorly constrained18,19; we therefore modified respiration to close the 
carbon balance. Non-biological dissolution of anthropogenic carbon dioxide by the oceans is included 
in these fluxes2. Fluxes to the lithosphere represent deposition to stable sedimentary basins, and the 
flux from the lithosphere to land represents erosion of uplifted sedimentary rocks2.
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#1
including sediment and carbon storage, contaminant removal,
storm and flooding buffering, and fisheries production2, with a
global economic value of more than 25 trillion USD annually3.
Roughly 40% of the world’s population resides within 100 km of
the coast4; much of the world’s energy, national defense, and
industrial infrastructure is located along coasts; and shipping of
goods and resources, which depends on coastal ports, is respon-
sible for ~90% of international trade5. By 2100, up to 630 million
people will live on land below annual flood levels under high CO2
emission scenarios, 2.5 times more than in the present day due to
sea-level rise (which expands floodplains), immigration, and
urban growth6. These close connections between the coastal
interface and human societies represent a grand challenge for
sustainably managing the resources that coastal ecosystems pro-
vide as urban development and human populations along the
coasts continue to rise.

In addition to its importance for human livelihood, the coastal
interface is an active component in the global cycling of carbon
and nutrients. However, its global role remains poorly quantified
in part due to the diversity of geomorphic settings, ecosystem
types, their interconnectivity, and their dynamic behavior across a
range of spatiotemporal scales7–10. Processes occurring in the
water column and within sediments of tidal rivers, tidal wetlands,
estuaries, and continental shelves significantly alter the quantity
and quality of material that is both land- and marine-derived, and
support the transfer of internally-produced materials across the
coastal interface11. Further, a wide variety of coastal ecosystem
types are demonstrated biogeochemical hotspots, in which pro-
cess rates are not equivalent to the sum of terrestrial and aquatic
contributions12,13. These highly dynamic biogeochemical pro-
cesses are driven by two-way interactions between aquatic and
terrestrial environments along the coast that remain poorly
constrained empirically, resulting in limited representation in
predictive models.

Global Earth system models (ESMs) used to predict how
ecosystems interact to affect Earth’s climate currently route
riverine exports from land directly to the ocean with no pro-
cessing within the coastal interface (Fig. 1). Inputs from land into
the ocean are represented as fluxes that do not interact in the
boundary/interface space. The lack of any form of processing
that might alter either the quality or quantity of material
transport between adjacent systems14 may severely limit our
ability to correctly depict the amount and form of water, energy,
and matter entering the oceanic and atmospheric systems, as well
as the effects of a wide range of disturbances and stressors with
compounding effects such as sea-level rise, storm surge, and
eutrophication on coastal ecosystems and infrastructure15,16.
Local-to-regional scale models do exist for sub-elements of the
coastal interface such as marsh and estuarine hydrodynamics,
sediment budgets17,18 and, more recently, photochemical and
microbial processing of organic carbon19. Thus, there is potential
for coupling specific components of these process-rich fine-scale
models with global scale ESMs to more accurately depict the
coastal interface.

We review what is known about the ecological and biogeo-
chemical functions of coastal ecosystems in the context of the
attributes and processes that should be represented in ESMs. We
then provide recommended approaches for advancing the
representation of the coastal interface in ESMs in order to
improve climate predictions and impacts on the world’s eco-
nomically valuable and densely populated coastal zone. We
advocate for an improved mechanistic understanding of coastal
interfaces from ecological and functional perspectives, the impact
of coastal interfaces on global biogeochemical cycling and climate,
and the effect of disturbances on coastal interfaces across a range
of spatiotemporal scales.

Overview of coastal interfaces
Ecosystem-scale interactions. This section describes the funda-
mental ecosystem-scale attributes and interactions that define the
coastal interface and should be represented in coupled
land–ocean models. Coastal interfaces are transition zones
between land and ocean where the magnitude, timing, and spatial
pattern of freshwater–seawater mixing determine the nature of
biogeochemical gradients (Fig. 2). The primary defining feature of
a coastal interface is a sea-to-land gradient in tidal influence on
surface water elevation20. Hydraulic head gradients may drive the
majority of groundwater fluxes and exchange21, but groundwater
also responds to tidal variation, with tidal fluctuations driving a
two-way exchange of water and geochemical constituents such as
CO2 and salt between the land, groundwater, and surface
waters22. As such, we broadly define the coastal interface as any
region where land, freshwater, and tides interact, or in other
words all land surfaces (e.g., wetlands, marshes, floodplains) and
water bodies (e.g., tidal rivers, estuaries, lagoons, deltas, and
continental shelves) lying between purely inland and marine
settings. These settings are complex and diverse by definition
(Fig. 2) and encompass watersheds that lie below the head of
tides.

Interactions between fresh groundwater discharge, river dis-
charge, estuarine circulation, and tidal elevation determine the
position and length of another defining feature of the majority of
coastal interfaces — salinity gradients23. In the case of the tidally-
influenced reaches of rivers with high discharge such as the
Amazon River, the landward salinity intrusion is limited and water
can remain fresh some distance offshore onto the continental
shelf10. In contrast, smaller rivers experience significant salinity
intrusion into river channels, groundwater, and soils24. The extent
of the salinity gradient directly influences terrestrial vegetation

Coastal interface ESM
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Estuary
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Open ocean

Current ESM

Land
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Fig. 1 Earth system model representation of the coastal interface. Current
Earth system models (ESMs) represent the land and ocean as disconnected
systems, with freshwater discharge being the only meaningful connection.
Next-generation models should represent land–sea connections by
incorporating coastal features such as the tidal rivers, wetlands, estuaries,
the continental shelf, and tidal exchange across the coastal
terrestrial–aquatic interface. This likely necessitates coupling different
models to produce details at the sub-grid scale.
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“…One of the chief difficulties encountered in the work has been the 
development of adequate methods. From time to time, new methods 
have been devised, but each has left something to be desired.”

Smith and Brown, 1931 Agronomy Journal
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USGCRP, 2018: Second State of the Carbon Cycle Report 
(SOCCR2): A Sustained Assessment Report [Cavallaro, N., G. 
Shrestha, R . Birdsey, M. A. Mayes, R . G. Najjar, S. C. Reed, P. 
Romero-Lankao, and Z. Zhu (eds.)]. U.S. Global Change 
Research Program, Washington, D.C., USA, 878 pp., 
https://doi.org/10.7930/SOCCR2.2018. 
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The Second State of the Carbon Cycle Report (SOCCR2) provided a current state-of-the-science 
assessment of the carbon cycle in North America (i.e., the United States, Canada, and Mexico) and its 
connection to climate and society.

These findings were based on multidisciplinary research that includes experimental, observational, and 
modeling studies from the last decade. 

It was intended for a diverse audience that includes scientists, decision makers in the public and private 
sectors, and communities across the United States, North America, and the world,
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https://carbon2018.globalchange.gov/chapter/2/
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Sources of Methane (CH4) Emissions Estimated from Bottom-Up Methods for Three 
Regions of North America from 2003 to 2012

https://carbon2018.globalchange.gov/chapter/2/

But…
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compared with the ocean, inhibits 
sedimentary carbon decomposition and the 
release of carbon back into the atmosphere.

The loss of organic carbon from 
terrestrial ecosystems and its subsequent 
burial in inland waters represents a 
redistribution of carbon sinks that 
must be taken into account in climate 
change mitigation strategies. The first 
step in managing carbon sequestration 
is to understand where it occurs and the 
processes that enhance and maintain it. 
For example, in regions with high erosion 
rates one might underestimate whole-
watershed carbon sequestration by focusing 
exclusively on carbon accumulation rates in 
soils and terrestrial biomass. Furthermore, 
carbon buried in aquatic sediments will 
probably respond very differently to 
regional climate and land-use changes 
than carbon stored in soil. For example, 
when soil erosion is high, carbon sinks are 
more likely to shift from the land to inland 
waters. Consequently, sediment loads 
to inland waters increase, but reservoirs 
and impoundments retain and bury the 
sediments and their associated carbon5,9, 
ultimately reducing their transport to the 
ocean. It remains unclear, however, whether 
burial in inland waters represents a net 
increase in carbon sequestration rather 
than simply a translocation of a sink that 
would otherwise have occurred on land or, 
eventually, in the oceans15.

Inland outgassing
The ‘conventional carbon cycle’2 blends 
outgassing from inland waters with fluxes 
of terrestrial ecosystem respiration, and 
underestimates the potential for lateral 
transport (Box 1). But terrestrially sourced 
organic carbon can also fuel secondary 
production by heterotrophic biota in inland 
waters. Globally, these biota respire 1.2 Pg 
of terrestrial carbon each year and release 
it to the atmosphere5,6,8,10,. This flux is not 
recognized in the ‘conventional carbon 
cycle’, which pipes organic carbon from the 
land to the oceans, rather than processing it 
through biologically active inland waters2,8.

When this outgassing source is 
considered in the continental carbon 
balance, ecosystem production — that is, 
the difference between annual terrestrial 
photosynthetic uptake and respiratory 
release — must be increased from the 
conventional estimate of 3.2 Pg C yr–1 
(ref. 2) to 4.5 Pg C yr–1 to offset this release 
and close the carbon budget (Fig. 1). 
However, present emission estimates 
from inland waters are provisional and 
low because of difficulties associated 
with measuring the areal extent of inland 
waters and the partial pressure of CO2 and 

gas exchange rates16,17; all these factors 
contribute to the underestimation of CO2 
outgassing. Improved and higher estimates 
of CO2 emissions from inland waters 
will thus require even higher ecosystem 
production to close the carbon balance. A 
larger flux to the land would fit better with 
current independent regional estimates of 
net CO2 uptake by terrestrial ecosystems 
using bottom-up approaches18 (Box 1).

Furthermore, expected land-use 
changes could exacerbate the climatic 
impact of inland outgassing. Most carbon 
mineralized in inland waters is released as 
CO2, but lakes, wetlands, and particularly 
reservoirs, also release methane — a 
potent greenhouse gas that traps heat more 
efficiently than an equal amount of CO2. 
The creation of reservoirs for hydroelectric 
power and agriculture will increase 
methane production5. However, dam 
removal to restore fisheries and riparian-
zone reforestation, with subsequent stream 
widening to improve water quality, may 
have the opposite effect.

Opportunities and challenges
The significance of inland waters to 
carbon fluxes on land needs to be 
recognized. Rivers, lakes and wetlands 
are important factors for climate change, 
which should have a place in conceptual 

models of the global carbon cycle. A 
broader concept of a ‘boundless carbon 
cycle’ should motivate future working 
groups of the Intergovernmental Panel 
on Climate Change to place inland waters 
on the map of global carbon cycling. 
The contribution of inland waters to 
global carbon cycling is not recognized 
within the Kyoto protocol. Based on our 
assessment, though admittedly preliminary, 
we argue that post-Kyoto negotiations 
should include inland waters as part of 
the 2009 United Nations climate change 
conference in Copenhagen.

Our concept of a ‘boundless carbon 
cycle’ would encourage policymakers 
to better appreciate the couplings 
between land and water and between the 
hydrological cycle and the carbon cycle. 
This would be a necessary step towards 
subsuming traditional land management 
under integrated watershed management as 
a tool to mitigate climate change. Integrated 
watershed management connects land 
and water when considering the effects 
of soil erosion, urbanization, riparian-
zone restoration and dam construction 
or removal, on carbon burial in — and 
outgassing from — inland waters.

The ‘boundless carbon cycle’ would 
also promote the scientific exploration 
of fluxes of organic carbon across the 
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Figure 1 | The ‘boundless carbon cycle’. The schematic highlights carbon fluxes through inland 
waters5, and also includes pre-industrial2 and anthropogenic3 fluxes. Values are net fluxes between 
pools (black) or rates of change within pools (red); units are Pg C yr–1; negative signs indicate a sink 
from the atmosphere. Gross fluxes from the atmosphere to land and oceans, and the natural (Nat) 
and anthropogenic (Ant) components of net primary production — the net uptake of carbon by 
photosynthetic organisms — are shown for land and oceans. Gross primary production (GPP) and 
ecosystem respiration (R) are poorly constrained18,19; we therefore modified respiration to close the 
carbon balance. Non-biological dissolution of anthropogenic carbon dioxide by the oceans is included 
in these fluxes2. Fluxes to the lithosphere represent deposition to stable sedimentary basins, and the 
flux from the lithosphere to land represents erosion of uplifted sedimentary rocks2.
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“…One of the chief difficulties encountered in the work has been the development of 
adequate methods. From time to time, new methods have been devised, but each has left 
something to be desired.”

Smith and Brown, 1931 Agronomy Journal



11

https://coast.noaa.gov/nerrs/

Journal of Geophysical Research: Biogeosciences

air temperature, wind speed and direction, relative humidity) as part of the System-Wide Monitoring Pro-
gram, using a Campbell Scientific weather station. DNERR meteorological data are available at https://
cdmo.baruch.sc.edu/dges/. For this study, DNERR's total precipitation measured with a tipping bucket rain 
gauge (Model TE 525, Texas Electronics, TX, USA) was used in the analysis.

2.2. Soil, Plant and Water Sampling and Analysis

Plant and soil samples were collected within a 200 m radius from the EC tower (Figure 1). Sample locations 
were selected using the Random Points tool in ArcGIS (desktop version 10.6). Spartina alterniflora was col-
lected on DOY (Day of Year) 180 and 200 by collecting 15 replicates during each sampling with at least 30 g 
of plant material per sample using a 10 × 10 cm quadrat. Soil was sampled only on DOY 200 by collecting 
15 replicates at 0–5 cm of depth with at least 20 g of soil material per sample. Soil and plant samples were 
analyzed at the Department of Crop and Soil Science of the North Carolina State University.

The National Estuarine Research Reserve System (NERRS), established by partnerships between the Na-
tional Oceanic and Atmospheric Administration (NOAA) and coastal states in the US, conducts large-scale 
water quality monitoring for the purposes of increasing understanding of the nation's estuarine waters and 
contributing to effective coastal zone management. The NERRS System-Wide Monitoring Program tracks 

LICHIHEB ET AL.

10.1029/2019JG005522

4 of 19

Figure 1. Study site location: (a) geographical context, (b) nutrient data site (Scotton Landing), and (c) sampling zone of plants and sediment within the 200 m 
radius from the eddy covariance (EC) tower.Lichiheb et al. 2021

St Jones Reserve (salt marsh)…. dominated by S. alterniflora
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(Delwiche et al 2021)

(n = 3) or croplands (n = 3).  FLUXNET-CH4 Version 1.0 sites span the globe, though are concentrated in North 461 
America and Europe (Fig. 3).  Table B2 includes characteristics of all sites in the dataset.  462 

463 

Figure 3. Global map of FLUXNET-CH4 Version 1.0 site locations colored by site type. The bog and upland site in the 464 
Northwest Territories of Canada have been slightly offset from each other so that both are visible.  465 

466 

467 

Figure 4. Histogram of annual CH4 fluxes (g C m-2 yr-1) grouped by site type. 468 

Sites represent a range of ecosystem types, latitudes, median fluxes, and seasonality patterns (Table 1). 469 
Across all FLUXNET-CH4 Version 1.0 sites, mean average annual flux is positively skewed with a median flux of 470 
9.5 g C m-2 yr-1, a mean flux of 16.9 g C m-2 yr-1, and numerous annual fluxes exceeding 60 g C m-2 yr-1.  The 471 
addition of 19 sites from the 60 sites aggregated in Knox et al., (2019) therefore do not significantly change the 472 
distribution of annual CH4 fluxes. Marshes and swamps have the highest median flux, and upland, salt marsh, and 473 
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FLUXNET-CH4

5 Salt Marshes
10 site-years
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(Vazquez-Lule and Vargas et al 2021)

Net source of C to the atmosphere with annual emissions of:
- 13-201 g C-CO2 m-2 yr-1
- 8.5-15.2 g C-CH4 m-2 yr-1
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(Vazquez-Lule and Vargas et al 2021)

Agricultural and Forest Meteorology 300 (2021) 108309

9

Fig. 4. Biophysical drivers of NEE and CH4 exchange during daytime (a, b) and nighttime (c, d). Biophysical drivers are at the middle of every panel and their 
relationship with NEE or CH4 exchange are represented by the horizontal bars aside of every driver. Values in front of every bar can be interpreted as r coefficients for 
correlations. Orange bars represent positive relationships with the flux and blue bars negative relationships with the flux. Percentage on the right side of every panel 
represents the explained variance of NEE and CH4 exchange by phenological phase. Abbreviations of biophysical drivers are: PA (Atmospheric pressure); RH (Relative 
Humidity); TA (Air Temperature); PAR (Incoming Photosynthetic Active Radiation); TS (Soil Temperature); WTL (Water Table Level); USTAR (Friction Velocity u.); 
WD (Wind Direction); Water Temperature (TW); DO (Dissolve Oxygen in Water); SAL (Salinity in Water); fH2O (H2O exchange). 

Table 4 
Functional relationships of NEE and CH4 exchange across daytime, nighttime and phenological phases considering single biophysical drivers identified from the CCA 
analyses (Fig. 4 a- d).  

Daytime/Nighttime Phenology Phase Biophysical driver Flux r2 p value y-intercept Slope [CI > 95%] Regression model 

Daytime Greenup PAR NEE 0.601 < 2.2e-16 3.613*** -0.012*** 
[-0.011] 

NEE= 3.613 + (-0.012) PAR 

Maturity PAR NEE 0.670 < 2.2e-16 4.594*** -0.016*** 
[-0.015] 

NEE= 4.594 + (-0.015) PAR 

Senescence PAR NEE 0.568 < 2.2e-16 3.086*** -0.011*** 
[-0.010] 

NEE= 3.086 + (-0.010) PAR 

Dormancy PAR NEE 0.103 < 2.2e-16 0.894** -0.002*** 
[-0.001] 

NEE= 0.894 + (-0.002) PAR 

Greenup TW CH4 0.020 2.01e-09 -22.022*** 1.73*** 
[2.29] 

CH4= -22.022 + 1.73 TW 

Maturity WTL CH4 0.079 < 2.2e-16 30.412*** -50.593*** 
[-43.540] 

CH4= 30.412 + (-50.593) WTL 

Senescence fH2O CH4 0.101 < 2.2e-16 -11.019*** 3.954*** 
[4.433] 

CH4= -11.019 + (3.954) fH2O 

Dormancy DO CH4 0.019 5.378e-10 25.797*** -2.254*** 
[-1.550] 

CH4= 25.797 + (-2.254) DO 

Nighttime Greenup TW NEE 0.144 < 2.2e-16 -2.99*** 0.445*** 
[0.515] 

NEE= -2.99 + (0.445) TW 

Maturity WD NEE 0.100 < 2.2e-16 4.99*** 0.016*** 
[0.018] 

NEE= 4.99 + (0.016) WD 

Senescence TW NEE 0.066 < 2.2e-16 -0.251*** 0.256*** 
[0.305] 

NEE= -0.251 + (0.256) TW 

Dormancy TW NEE 0.070 < 2.2e-16 0.498*** 0.151*** 
[0.180] 

NEE= 0.498 + (0.151) TW 

Greenup TW CH4 0.010 0.001134 -6.60 1.301** 
[2.082] 

CH4= -6.60 + (1.301) TW 

Maturity WTL CH4 0.100 < 2.2e-16 36.980*** -45.362*** 
[-37.730] 

CH4= 36.980 + (-45.362) WTL 

Senescence TW CH4 0.0634 < 2.2e-16 -32.845*** 4.930*** 
[5.88] 

CH4= -32.845 + (-4.93) TW 

Dormancy WTL CH4 0.003 0.02337 17.082 -8.175 
[-1.110] 

CH4= 17.082 + (-8.175) WTL 

** p < 0.01; *** p < 0.001. 

A. Vázquez-Lule and R. Vargas                                                                                                                                                                                                              
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4. Discussion

The first hypothesis, that GHG efflux from the creek would peak in theMaturity phenophase, was supported
for CH4 but not for CO2 as the creek lacked significant seasonal variability for CO2 efflux but showed some
seasonal variability for CH4 efflux (Figure 3). This differs from observations in temperate terrestrial environ-
ments such as forests where both CO2 and CH4 emissions exhibited strong seasonal trends driven by chan-
ging temperatures (Yvon‐Durocher et al., 2014, 2012). Inland temperate aquatic environments like rivers
have also exhibited seasonal trends in CO2 efflux (Laruelle et al., 2015). However, the concentrations of both

Figure 6. Results of a canonical correlation analysis (CCA) between measured environmental variables and modeled
creek CO2 and CH4 efflux during the following: the whole growing season (a), Dormant phenophase (b), Greenup
phenophase (c), the Maturity phenophase (d). The Senescence phenophase was found to not have any statistically
significant relationships between factors (p > 0.05). Numbers represent the linear correlation coefficients between factors
with negative correlation coefficients going to the left and positive correlation coefficients going to the right. fCO2 is
CO2 efflux (μmol/m2/s), fCH4 is CH4 efflux (nmol/m2/s), temp is water temperature (°C), Sal is salinity (ppt), Level is
water level (m), Turb is turbidity (NTU), DO is dissolved oxygen (mg/l), BP is barometric pressure (mb), WSpd is
wind speed (m/s), TotPAR is total photosynthetically active radiation (mmol/m2), and Precip is precipitation (mm).

Figure 7. Box plots comparing ecosystem‐scale CO2 efflux (nighttime NEE), creek nighttime CO2 efflux, and
nighttime sediment CO2 efflux (a). Box plots comparing ecosystem‐scale and creek CH4 fluxes (b). Box plots are arranged
based on each phenophase. All box plots within each phenophase were significantly different from each other
(p < 0.05). Sediment CH4 efflux was not measured.
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Daily averages of pCH4 in the creek (2,100 ± 782.9 μmol/mol) exhib-
ited a seasonal trend with a peak in the Maturity phenophase and
then declined at a slower rate than it peaked (Figure 3c). Half‐
hourly averages of pCH4 also demonstrated a slight trend of being
highest at high tide (2,180 ± 840 μmol/mol), lowest at low tide
(1,900 ± 7.4 μmol/mol), and roughly equal between flood (2,130 ±
898 μmol/mol) and ebb tides (2,020 ± 708 μmol/mol) with slight dif-
ferences in trends between phenophases (Figures 5a–5d). Daily
averages of modeled CH4 efflux (17.4 ± 6.9 nmol/m2/s) held a similar

seasonal pattern to pCH4 albeit with a lower peak (Figure 3d). Half‐hourly averages of modeled creek
CH4 emissions were consistently more variable at low tide (48.5 ± 17.1 nmol/m2/s) than high tide
(2.13 ± 0.78 nmol/m2/s) (Figures 5e–5h). Data gaps in GHG concentrations were due to occasions when
strong tides displaced the sensors from their original location (7.5% of the data).

We found a significant linear relationship (p < 0.05; r2 = 0.46) between CO2 efflux and. CH4 efflux
(Figure S2); consequently, supporting the performance of CCA to look how different environmental drivers
influence these fluxes. We found statistically significant relationships (CCA; p < 0.05) between the daily
averages of independent variables and modeled GHG efflux during the whole growing season and within
each phenophase save for Senescence (due to data gaps). During the whole growing season, the CCA showed
that dissolved oxygen and wind speed held relevant, hereby defined as a statistically significant correlation
coefficient >|0.4|, negative correlations with creek CH4 efflux (Figure 6a). Across phenophases, dissolved
oxygen remained a relevant factor for creek CH4 efflux except during the Maturity phenophase
(Figures 6b–6d), and wind speed remained a relevant factor for CH4 efflux only during the Dormant pheno-
phase (Figure 6b). Salinity emerged as a relevant factor for CH4 efflux during theDormant andGreenup phe-
nophases, solar radiation only during the Dormant phenophase, and temperature only during the Greenup
phenophase (Figures 6b and 6c). During the Dormant phenophase, dissolved oxygen, wind speed, solar
radiation, and salinity were also relevant factors for CO2 efflux (Figure 6b). During the Maturity pheno-
phase, turbidity was the only variable notably associated with either GHG (Figure 6d). No relevant correla-
tions between any independent variables and creek CO2 efflux for the whole growing season were found as
CO2 efflux's linear correlation coefficient with the dependent variate was only 0.22 (Figure 6a).

We further look at independent linear relationships and found no significant relationship between CO2

efflux and temperature (Figure S3), but significant relationships between CH4 efflux and dissolved oxygen

Table 1
Gas Transfer Velocities (k600) of CO2 and CH4 by Tide Stage

GHG
High tide k600

(m/d)
Low tide k600

(m/d)
Ebb tide k600

(m/d)
Flood tide k600

(m/d)

CO2 113.2 ± 17.8 1330.7 ± 626.5 1223.9 ± 328.65 363.2 ± 98.1
CH4 2.48 ± 0.59 61.59 ± 14.2 29.2 ± 9.95 10.32 ± 4.52

Note. GHG means greenhouse gas.

Figure 3. Time series of daily averages of creek pCO2 (a) and pCH4 (c). Time series ofmodeled CO2 efflux (b) andmodeled
CH4 efflux (d) divided into daily averages for high‐tide and low‐tide values, and a daily mean calculated with all available
data. The shaded gray area (in a and c) represents the 95% confidence intervals for the daily average. The time series
are divided by into Dormant, Greenup, Maturity, and Senescence phenophases marked by vertical dotted lines.
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(Trifunovic et al 2020)

Water fluxes (creek)
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(Capooci and Vargas [in review])

Manual vs Automated measurements
(soil CO2 efflux)
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(Capooci and Vargas [in review])
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Manual measurements underestimated the 
annual flux between <23% and <67%.

(Capooci and Vargas [in review])
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Overestimate by ~100%
R2 = 0.87

Annual Sum

Overestimate by ~15%
R2 = 0.94

Underestimate by ~14%
R2 = 0.98

Underestimate by ~70%
R2 = 0.66

(Hill et al [unpublished])

Are we there yet?

Implications for carbon modeling and accounting?
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(Rosentreter et al 2021)

…methane and nitrous oxide emissions complicate coastal blue carbon assessments
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(Capooci et al 2019)

Heat map of fluxes treatment
Heat map of differenced 
between treatment and 

control
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….what about ammonia?
Journal of Geophysical Research: Biogeosciences

The air in contact with the water surface was more often stratified than unstable, as becomes evident when 
Figure A1 (a) is expanded to show deviations of stability more clearly. In the strong stability regime in the 
near-surface layer, emissions of a trace gas emitted from the surface will build up as air passes over the 
surface. In the case of NH3, such a buildup of concentrations is found to occur most often in the period fol-
lowing dawn, in contrast to convention which decrees that stability regimes are then most quickly becoming 
unstable. Evidence for this is presented in Figure A1 (c), where the rate of change of NH3 concentrations in 
surface air clearly maximizes in the mid-morning, whereas the corresponding CO2 data indicate that any 
buildup of CO2 concentrations during the preceding night is most rapidly depleted in the immediate post-
dawn period. Of course, such CO2 buildup must originate from soil efflux upwind. It cannot be associated 
with the water surface now considered.

Other considerations arise, regarding the comparative role of NH3 deposition to the water surface. The 
exchange of NH3 between a natural surface and the air is acknowledged to be bidirectional, with the sign 
of the diffusive exchange being determined by such matters as the pH of the soil and/or water beneath the 
air layer of interest. In the present case, it is suspected that NH3 accumulating in the stable surface layer 
originates from biological activity in the islands that are increasingly exposed as the tidal waters recede. The 
waters of the salt marsh are intimately exposed to these same sources of NH3, and it is difficult to imagine a 
situation in which the fluxes between the water and the air are sufficient to influence the air concentrations 
as they increase due to the exposed island emissions. Figure A1 (d) substantiates this conclusion. When 
plotted as a function of water depth, it is seen that average NH3 concentrations are highest when more soil 
is exposed (i.e., when the water level is lowest). The evidence is strongest that as solid soil islands first start 
to be exposed, NH3 concentrations in air near the surface increase rapidly. At such times, CO2 (and CH4) 
concentrations decrease. But it is not clear that a commonality of cause should be assumed; the situation 
is complicated by the likely association with CO2 net ecosystem exchange (and associated CH4 fluxes) far 
upwind, beyond the extent of the St. Jones salt marsh. An additional complexity arises from the buoyancy 
of NH3. It is lighter than air and hence the analysis considerer here is only relevant to situations in which 
NH3 concentrations remain small.

LICHIHEB ET AL.
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Figure A1. Four examples of indicative characteristics of the association of air above the St. Jones salt marsh with the 
aquatic surface of the salt marsh. (a) Average normalized concentrations in air (see text) as a function of time of day. (b) 
The average diurnal cycle of stability, relating to the surface itself and its contact with the air immediately above it (the 
bulk stability; ξ, in red) and the stability regime of air passing over the surface layer (ζ = z/L, in green). (c) The average 
diurnal cycles of the rates of change of concentrations of NH3 (magenta) and CO2 (in blue). (d) Paralleling (a) but 
showing the dependence of normalized concentrations on tidal incursion.
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Figure A1. Four examples of indicative characteristics of the association of air above the St. Jones salt marsh with the 
aquatic surface of the salt marsh. (a) Average normalized concentrations in air (see text) as a function of time of day. (b) 
The average diurnal cycle of stability, relating to the surface itself and its contact with the air immediately above it (the 
bulk stability; ξ, in red) and the stability regime of air passing over the surface layer (ζ = z/L, in green). (c) The average 
diurnal cycles of the rates of change of concentrations of NH3 (magenta) and CO2 (in blue). (d) Paralleling (a) but 
showing the dependence of normalized concentrations on tidal incursion.

(Lichiheb et al 2021)
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https://www.nsf.gov/news/special_reports/neon/

Multi-sensor remote sensing?
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NASA Carbon Airborne Flux Experiment 
(CARAFE) platform 

Airborne eddy covariance

NASA CARAFE flux transects from 
September 2016 (red) and May 2017 (cyan) 

(Hannun et al 2020)

EC flux towers along the flight path 
capture ∼30%–75% of the regional 
variability in ecosystem fluxes 
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disaggregated component flux corresponding to the
tower’s primary land class (figure 5). Note that the air-
craft component flux is derived using data from the
entire flight region, and thus we are comparing amean
regional land-class flux to the site-specific land-class
flux at the tower location. The correlation between air-
craft and tower fluxes varies between species, with H
exhibiting the strongest correlation (r2=0.76,
figure 5(a)) and the tightest fit (NRMSE=15%). The
slope of 0.58±0.21 indicates a low bias in the aircraft
fluxes, which may stem from the vertical flux diver-
gence, which has not been included in the disaggrega-
tion. Divergence corrections typically range from
∼10% to 60% with uncertainties of greater than 30%
in the correction factors. LE fluxes display a slightly
weaker correlation (r2=0.53, figure 5(c)) with nota-
bly more scatter between the aircraft and tower obser-
vations (NRMSE=30%). FCO2 demonstrates similar
scatter between the aircraft component fluxes and
tower observations (NRMSE=30%) but shows a
weaker overall correlation (r2=0.30) that may be
skewed by a couple of outlying points in the US-Slt
comparison (figure 5(b)). The slopes for both LE

(0.74±0.31) and FCO2 (0.68±0.31) contain sub-
stantial uncertainty in magnitude. The limited num-
ber of tower FCH4 observations make quantitative
comparison with the aircraft fluxes difficult, and the
correlation is not statistically significant, with a p-
value>0.05 (figure 5(d)). Nonetheless, aircraft data
overrepresent CH4 fluxes at US-StJ and under-
represent CH4fluxes at US-NC4.

Comparisons between the aircraft and tower
observations suggest that local tower measurements
capture 30%–76% of the variance in regional ecosys-
tem-dependent fluxes. The larger scatter (and weaker
correlation) in observations of LE and FCO2 as com-
pared to H could in part stem from errors in source
area attribution. For example Kustas et al (2006) and
Bertoldi et al (2013) found that footprint extents can
differ between active (e.g. T) and passive scalars (e.g.
H2O, CO2) in heterogeneous landscapes. A full quan-
tification of the source contribution error requires
computationally expensive boundary layer flow simu-
lations outside the scope of this study.

Despite potential footprint inconsistencies, varia-
bility in the underlying drivers of carbon exchange

Figure 5.Comparison of disaggregated aircraft fluxes and tower fluxes by land class for (a) sensible heat, (b)CO2, (c) latent heat, and
(d)CH4. Error bars for aircraft observations indicate±2σuncertainty, which includes systematic and randomerror propagated
through the regression analysis, in addition to the regression residuals. Tower errors are assumed to be±10%.The dashed line is the
1:1 reference, and the solid grey line indicates the bestfit, with slope and intercept reportedwith 95%confidence intervals. The towers
sample the following land classes: evergreen forest (US-CED), deciduous forest (US-Slt), cultivated crops (USDA-Chop), woody
wetlands (US-NC4), and herbaceouswetlands (US-StJ).

8

Environ. Res. Lett. 15 (2020) 035008

(Hannun et al 2020)
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https://phenocam.sr.unh.edu/webcam/sites/stjones/
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(Hill et al 2021)
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(Hill et al 2021)
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• NDVI and EVI suffer considerable 
discrepancies in start and end 
season date predictions.  

• The phenocam provided the best 
monitoring approach by providing 
information on structure (via 
NDVI) and function (via visible 
wavelengths indices).  

(Hill et al 2021)
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https://www.nsf.gov/news/special_reports/neon/

Towards a Coastal Observatory?
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commentary

compared with the ocean, inhibits 
sedimentary carbon decomposition and the 
release of carbon back into the atmosphere.

The loss of organic carbon from 
terrestrial ecosystems and its subsequent 
burial in inland waters represents a 
redistribution of carbon sinks that 
must be taken into account in climate 
change mitigation strategies. The first 
step in managing carbon sequestration 
is to understand where it occurs and the 
processes that enhance and maintain it. 
For example, in regions with high erosion 
rates one might underestimate whole-
watershed carbon sequestration by focusing 
exclusively on carbon accumulation rates in 
soils and terrestrial biomass. Furthermore, 
carbon buried in aquatic sediments will 
probably respond very differently to 
regional climate and land-use changes 
than carbon stored in soil. For example, 
when soil erosion is high, carbon sinks are 
more likely to shift from the land to inland 
waters. Consequently, sediment loads 
to inland waters increase, but reservoirs 
and impoundments retain and bury the 
sediments and their associated carbon5,9, 
ultimately reducing their transport to the 
ocean. It remains unclear, however, whether 
burial in inland waters represents a net 
increase in carbon sequestration rather 
than simply a translocation of a sink that 
would otherwise have occurred on land or, 
eventually, in the oceans15.

Inland outgassing
The ‘conventional carbon cycle’2 blends 
outgassing from inland waters with fluxes 
of terrestrial ecosystem respiration, and 
underestimates the potential for lateral 
transport (Box 1). But terrestrially sourced 
organic carbon can also fuel secondary 
production by heterotrophic biota in inland 
waters. Globally, these biota respire 1.2 Pg 
of terrestrial carbon each year and release 
it to the atmosphere5,6,8,10,. This flux is not 
recognized in the ‘conventional carbon 
cycle’, which pipes organic carbon from the 
land to the oceans, rather than processing it 
through biologically active inland waters2,8.

When this outgassing source is 
considered in the continental carbon 
balance, ecosystem production — that is, 
the difference between annual terrestrial 
photosynthetic uptake and respiratory 
release — must be increased from the 
conventional estimate of 3.2 Pg C yr–1 
(ref. 2) to 4.5 Pg C yr–1 to offset this release 
and close the carbon budget (Fig. 1). 
However, present emission estimates 
from inland waters are provisional and 
low because of difficulties associated 
with measuring the areal extent of inland 
waters and the partial pressure of CO2 and 

gas exchange rates16,17; all these factors 
contribute to the underestimation of CO2 
outgassing. Improved and higher estimates 
of CO2 emissions from inland waters 
will thus require even higher ecosystem 
production to close the carbon balance. A 
larger flux to the land would fit better with 
current independent regional estimates of 
net CO2 uptake by terrestrial ecosystems 
using bottom-up approaches18 (Box 1).

Furthermore, expected land-use 
changes could exacerbate the climatic 
impact of inland outgassing. Most carbon 
mineralized in inland waters is released as 
CO2, but lakes, wetlands, and particularly 
reservoirs, also release methane — a 
potent greenhouse gas that traps heat more 
efficiently than an equal amount of CO2. 
The creation of reservoirs for hydroelectric 
power and agriculture will increase 
methane production5. However, dam 
removal to restore fisheries and riparian-
zone reforestation, with subsequent stream 
widening to improve water quality, may 
have the opposite effect.

Opportunities and challenges
The significance of inland waters to 
carbon fluxes on land needs to be 
recognized. Rivers, lakes and wetlands 
are important factors for climate change, 
which should have a place in conceptual 

models of the global carbon cycle. A 
broader concept of a ‘boundless carbon 
cycle’ should motivate future working 
groups of the Intergovernmental Panel 
on Climate Change to place inland waters 
on the map of global carbon cycling. 
The contribution of inland waters to 
global carbon cycling is not recognized 
within the Kyoto protocol. Based on our 
assessment, though admittedly preliminary, 
we argue that post-Kyoto negotiations 
should include inland waters as part of 
the 2009 United Nations climate change 
conference in Copenhagen.

Our concept of a ‘boundless carbon 
cycle’ would encourage policymakers 
to better appreciate the couplings 
between land and water and between the 
hydrological cycle and the carbon cycle. 
This would be a necessary step towards 
subsuming traditional land management 
under integrated watershed management as 
a tool to mitigate climate change. Integrated 
watershed management connects land 
and water when considering the effects 
of soil erosion, urbanization, riparian-
zone restoration and dam construction 
or removal, on carbon burial in — and 
outgassing from — inland waters.

The ‘boundless carbon cycle’ would 
also promote the scientific exploration 
of fluxes of organic carbon across the 
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Figure 1 | The ‘boundless carbon cycle’. The schematic highlights carbon fluxes through inland 
waters5, and also includes pre-industrial2 and anthropogenic3 fluxes. Values are net fluxes between 
pools (black) or rates of change within pools (red); units are Pg C yr–1; negative signs indicate a sink 
from the atmosphere. Gross fluxes from the atmosphere to land and oceans, and the natural (Nat) 
and anthropogenic (Ant) components of net primary production — the net uptake of carbon by 
photosynthetic organisms — are shown for land and oceans. Gross primary production (GPP) and 
ecosystem respiration (R) are poorly constrained18,19; we therefore modified respiration to close the 
carbon balance. Non-biological dissolution of anthropogenic carbon dioxide by the oceans is included 
in these fluxes2. Fluxes to the lithosphere represent deposition to stable sedimentary basins, and the 
flux from the lithosphere to land represents erosion of uplifted sedimentary rocks2.
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“…One of the chief difficulties encountered in the work has been the development of 
adequate methods. From time to time, new methods have been devised, but each has left 
something to be desired.”

Smith and Brown, 1931 Agronomy Journal
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Hyper-resolution for carbon management?

(Wardrup et al [unpublished])

- 3m spatial resolution map of SOC 

- High marshes contain the most SOC

- Total SOC ranged from 7.03 ± 7.68 Tg (0-5 
cm depth) to 150.73 ± 258.65 Tg (0-200 cm)

- Previous estimates underestimate SOC 
stocks by >100% or overestimate them by 
77%.

including sediment and carbon storage, contaminant removal,
storm and flooding buffering, and fisheries production2, with a
global economic value of more than 25 trillion USD annually3.
Roughly 40% of the world’s population resides within 100 km of
the coast4; much of the world’s energy, national defense, and
industrial infrastructure is located along coasts; and shipping of
goods and resources, which depends on coastal ports, is respon-
sible for ~90% of international trade5. By 2100, up to 630 million
people will live on land below annual flood levels under high CO2
emission scenarios, 2.5 times more than in the present day due to
sea-level rise (which expands floodplains), immigration, and
urban growth6. These close connections between the coastal
interface and human societies represent a grand challenge for
sustainably managing the resources that coastal ecosystems pro-
vide as urban development and human populations along the
coasts continue to rise.

In addition to its importance for human livelihood, the coastal
interface is an active component in the global cycling of carbon
and nutrients. However, its global role remains poorly quantified
in part due to the diversity of geomorphic settings, ecosystem
types, their interconnectivity, and their dynamic behavior across a
range of spatiotemporal scales7–10. Processes occurring in the
water column and within sediments of tidal rivers, tidal wetlands,
estuaries, and continental shelves significantly alter the quantity
and quality of material that is both land- and marine-derived, and
support the transfer of internally-produced materials across the
coastal interface11. Further, a wide variety of coastal ecosystem
types are demonstrated biogeochemical hotspots, in which pro-
cess rates are not equivalent to the sum of terrestrial and aquatic
contributions12,13. These highly dynamic biogeochemical pro-
cesses are driven by two-way interactions between aquatic and
terrestrial environments along the coast that remain poorly
constrained empirically, resulting in limited representation in
predictive models.

Global Earth system models (ESMs) used to predict how
ecosystems interact to affect Earth’s climate currently route
riverine exports from land directly to the ocean with no pro-
cessing within the coastal interface (Fig. 1). Inputs from land into
the ocean are represented as fluxes that do not interact in the
boundary/interface space. The lack of any form of processing
that might alter either the quality or quantity of material
transport between adjacent systems14 may severely limit our
ability to correctly depict the amount and form of water, energy,
and matter entering the oceanic and atmospheric systems, as well
as the effects of a wide range of disturbances and stressors with
compounding effects such as sea-level rise, storm surge, and
eutrophication on coastal ecosystems and infrastructure15,16.
Local-to-regional scale models do exist for sub-elements of the
coastal interface such as marsh and estuarine hydrodynamics,
sediment budgets17,18 and, more recently, photochemical and
microbial processing of organic carbon19. Thus, there is potential
for coupling specific components of these process-rich fine-scale
models with global scale ESMs to more accurately depict the
coastal interface.

We review what is known about the ecological and biogeo-
chemical functions of coastal ecosystems in the context of the
attributes and processes that should be represented in ESMs. We
then provide recommended approaches for advancing the
representation of the coastal interface in ESMs in order to
improve climate predictions and impacts on the world’s eco-
nomically valuable and densely populated coastal zone. We
advocate for an improved mechanistic understanding of coastal
interfaces from ecological and functional perspectives, the impact
of coastal interfaces on global biogeochemical cycling and climate,
and the effect of disturbances on coastal interfaces across a range
of spatiotemporal scales.

Overview of coastal interfaces
Ecosystem-scale interactions. This section describes the funda-
mental ecosystem-scale attributes and interactions that define the
coastal interface and should be represented in coupled
land–ocean models. Coastal interfaces are transition zones
between land and ocean where the magnitude, timing, and spatial
pattern of freshwater–seawater mixing determine the nature of
biogeochemical gradients (Fig. 2). The primary defining feature of
a coastal interface is a sea-to-land gradient in tidal influence on
surface water elevation20. Hydraulic head gradients may drive the
majority of groundwater fluxes and exchange21, but groundwater
also responds to tidal variation, with tidal fluctuations driving a
two-way exchange of water and geochemical constituents such as
CO2 and salt between the land, groundwater, and surface
waters22. As such, we broadly define the coastal interface as any
region where land, freshwater, and tides interact, or in other
words all land surfaces (e.g., wetlands, marshes, floodplains) and
water bodies (e.g., tidal rivers, estuaries, lagoons, deltas, and
continental shelves) lying between purely inland and marine
settings. These settings are complex and diverse by definition
(Fig. 2) and encompass watersheds that lie below the head of
tides.

Interactions between fresh groundwater discharge, river dis-
charge, estuarine circulation, and tidal elevation determine the
position and length of another defining feature of the majority of
coastal interfaces — salinity gradients23. In the case of the tidally-
influenced reaches of rivers with high discharge such as the
Amazon River, the landward salinity intrusion is limited and water
can remain fresh some distance offshore onto the continental
shelf10. In contrast, smaller rivers experience significant salinity
intrusion into river channels, groundwater, and soils24. The extent
of the salinity gradient directly influences terrestrial vegetation

Coastal interface ESM

Upland

River

Wetland

Estuary

Coastal ocean

Open ocean

Current ESM

Land

River

Ocean

Fig. 1 Earth system model representation of the coastal interface. Current
Earth system models (ESMs) represent the land and ocean as disconnected
systems, with freshwater discharge being the only meaningful connection.
Next-generation models should represent land–sea connections by
incorporating coastal features such as the tidal rivers, wetlands, estuaries,
the continental shelf, and tidal exchange across the coastal
terrestrial–aquatic interface. This likely necessitates coupling different
models to produce details at the sub-grid scale.
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REDDC should include efforts and commitments by a
wide range of actors and institutions that include
government organizations/ministries/agencies across
different levels of government, and between govern-
ments, the scientific community, landowners, civil soci-
ety groups and business. Conceptually, a low degree of
interoperability results in lack of data sharing, dimin-
ished communication and a weak science–policy inter-
face that limit implementation of national and
international guidelines (Figure 1). The more that
efforts are made to successfully bridge the gaps and
alleviate the barriers of interoperability, the higher the
degree of interoperability (Figure 2). Ultimately, we
propose that improving the multiple facets of interop-
erability will result in higher adaptive management [7]
and governance [8], and could facilitate regional-to-
global collaborations to foster development and imple-
mentation of REDDC.

A high degree of interoperability is particularly criti-
cal to address social-ecological challenges related to
REDDC, mainly in developing countries. Enhancing
interoperability is critical for improving observations (e.
g. changes in carbon stocks and fluxes over time and

space), forecasting capabilities, and application of
innovative technologies (e.g. remote sensing, digital
imagery, micrometeorology) to determine how to
anticipate, recognize and manage country-specific car-
bon resources across social-ecological systems [4,9,10].
Higher interoperability could close the gap between
research and policymaking communities, so efforts can
be more efficient to address important social aspects
of REDDC strategies [11,12]. For example, new infor-
mation may aid in determining how to distribute pay-
ments more equitably for carbon management to
benefit poor rural communities [13] by reducing uncer-
tainty in carbon storage potential and making REDDC
management strategies more likely to succeed. Fur-
thermore, higher interoperability could optimize
efforts and resources to provide more transparent and
robust monitoring, reporting and verification (MRV)
systems with the ultimate goal of implementing
REDDC programs and actions.

Here, we outline a conceptual framework of interop-
erability, and present Mexico as a case study of evolv-
ing interoperability for implementation of REDDC.
Mexico has been recognized as a non-Annex I country

Figure 1. Conceptual diagram of interoperability barriers (i.e. conceptual, technological, organizational, cultural) showing how
they interact to enhance interoperability to facilitate implementation of REDDC programs and actions.
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